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Expert system validation—that is, testing systems to ascertain whether
they achieve acceptable performance levels—has with few exceptions
been ad hoc, informal, and of dubious value. Very few efforts have been
made in this regard in the transportation area. A discussion of the major
issues involved in validating expert systems is provided, as is a review
of the work that has been done in this area. The review includes a defi-
nition of validation within the context of the overall evaluation process,
descriptions and critiques of several approaches to validation, and
descriptions of guidelines that have been developed for this purpose.

The subject of expert systems—smart computers solving difficult
problems—is intriguing, and the transportation engineering area is
ripe for their development. Transportation engineering, perhaps
more than other areas of civil engineering, is characterized by expe-
riential problems, such as the design of highway noise barriers,
traffic incident management, analysis and design of pavement reha-
bilitation strategies, and large-scale transportation network design.
Automated solutions to such problems offer enormous time savings
for very busy, very expensive experts. Furthermore, with the dra-
matic increases in highway congestion and the increasing recogni-
tion that building new roads cannot continue to be the answer to
congestion problems (in part because of decreasing economic
resources), intelligent transportation improvements have become
attractive alternatives to more conventional approaches. Experien-
tial problems, such as those just described, and many of the intelli-
gent improvements lack explicit algorithms and, therefore, until the
advent of expert systems, had not been amenable to solution by
computer.

Expert systems incorporate human expertise into computer pro-
grams that are meant to solve problems requiring a human expert.
There are several formal definitions of expert systems, all of which
deal in some way with a computer program’s ability to solve prob-
lems requiring judgment and experience, because of either problem
complexity or inadequate input information. Such characteristics
cause many of the problems associated with validating expert
systems.

During the past 10 years, a large number of prototype expert sys-
tems have been developed for a variety of transportation applica-
tions (1–3). High performance, expert-level computer systems
require that the expert system prototype be continuously evaluated
during its development. The more the system is used and critiqued,
the richer and more refined the system’s knowledge becomes. Thus,
expert systems must be evaluated as must any software development
effort. Yet, as presented in Table 1, only a small percentage (about
20 percent) of prototype systems have been subjected to any type of
validation, and only a small percentage of those have undergone a

formal evaluation process (1,3,4). One major reason for this may lie
with the general lack of extended support provided by funding agen-
cies to undergo long-term development efforts. Given the long
development time and the large amounts of expert time required for
expert systems, this perhaps comes as no surprise. Public agencies
are typically not willing to make research commitments for longer
than 1 or 2 years—and some do not yet trust the technology. How-
ever, technical considerations regarding such questions as proper
and effective validation techniques also play an important role in
long-term development efforts.

Robust expert systems require huge amounts of expert time over
a long period for full implementation. Consequently, investors in
such systems expect performance that meets system goals and
objectives. For many of the applications to which expert systems are
applied, correct outcomes are critical. The consequences of a wrong
outcome or decision in a design system could cause substantial costs
to be incurred. Indeed, some may even have life and death conse-
quences, such as traffic control systems, design systems for crash
cushions, incident management, and so on. In future systems, where
the highway system will become increasingly automated, there will
be a commensurate increased need for correct decisions.

EXPERT SYSTEM EVALUATION PROCESS

The evaluation process employed for expert systems differs sub-
stantially from that used for traditional software projects and is
much more problematic, mainly because of the nature of problems
solved by the expert system. The process has three major compo-
nents: verification, validation, and evaluation. Verification may be
defined as the demonstration of the consistency, completeness, and
correctness of the software (5). Software verification determines if
the system was built according to specification; its focus, therefore,
is on system efficiency. Validation, on the other hand, is concerned
with the quality of the conclusions, or solutions to problems, that the
software provides; thus, its focus is on system effectiveness. A com-
monly borrowed phraseology to describe the difference between
verification and validation is that verification is concerned with
building the system right, whereas validation is concerned with
building the right system (6,7). Evaluation is concerned with user
issues such as user acceptance and system usefulness. It is fairly well
agreed that validation is the cornerstone of the system evaluation
process and the most difficult component to accomplish.

Since verification of the expert system consists of checking the
completeness and consistency of the knowledge base and the qual-
ity of the inference engine, it is essentially a programming task and
therefore is more amenable to traditional software engineering
approaches, which have been well documented by others (6,8–12).
In contrast, expert system validation has, until recently, been mostly
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TABLE 1 Summary of Validation Efforts for Transportation-
Related Expert Systems

ad hoc, informal, and of dubious value (6,12). In recent years, a vari-
ety of approaches to validation have been described in the literature.
There have also been efforts to provide validation guidelines using
one or two of the methods.

The objectives of this paper are to review current validation efforts
and to discuss issues related to those efforts as well as solutions to
their associated problems. The paper does not provide an exhaustive
bibliographic survey of validation activities for knowledge-based
expert systems, which would be a daunting task not amenable to the
format. It is intended, instead, as an overview of work that has been
done in the expert system validation area that will provide an infor-
mation resource for evaluating and choosing validation techniques
for future efforts.

SYSTEM VALIDATION

The definition of where verification ends and validation begins has
changed since the earliest validation efforts (13–15). These early
efforts were concerned primarily with the consistency and com-
pleteness of the knowledge base and less with the evaluation of sys-
tem functioning. Their definitions of validation included detection
of problematic rules such as redundant rules, subsumed rules, cyclic
rules, and conflicting rules. In recent studies this has been called the
logical validation of the system (as opposed to semantic validation)
(7). Semantic validation includes the examination of the underlying
knowledge model that is being implemented; some authors believe
that the latter definition fits better with the conceptual definition of
validation upon which there exists almost universal agreement—
namely, validation is concerned with building the right system (i.e.,
with meeting the operational goals of the system.) Similar to the dif-
ferences between precision and accuracy, or management and lead-
ership, problematic rules have more to do with system efficiency
than with assessing the quality of the system model. (One can
envision a system giving perfectly consistent answers, all of them
perfectly wrong.)

Validation Issues

The most common approach to validation is the one used for
validating traditional software, namely, outcomes assessment. Other
approaches focusing on underlying theoretical concepts are
not applicable for most systems since the systems rely on rules of
thumb and surface knowledge. Indeed, these other “construct” val-
idation approaches would be impossible for many systems.

The outcomes assessment approach consists of collecting a set of
case studies yielding the required coverage for the model being
implemented and comparing software outcomes with correct
answers. This works well for traditional software (if the cases are
chosen properly) because the problems to which it is applied have

correct answers. The problems for which expert systems are designed
do not have simple right or wrong answers. The correct answer is
often a matter of judgement on the part of the human expert
(whose judgement is, of course, subject to error). Indeed, there are
typically several acceptable alternative solutions that may be used.
Thus, the aim of validation is not to determine whether the expert
system gives correct answers, but rather whether its answers
are valid.

Other issues involving the use of historical case studies include
the poor choice of test cases to be used for validation and the poten-
tial for human bias for or against computers. With regard to the for-
mer, the chosen cases must provide adequate coverage of situations
with which the system will be faced. For example, the latter issue
consists of two sources of bias: developers and experts. Developers,
for example, may bias computer conclusions in the computer’s favor
(16). The use of experts to provide valid answers for validation and
to avoid developer bias introduces a new set of problems: experts
may be biased against introducing computer systems into their
domain, some may not have an adequate level of expertise to be
making judgments, and there may not be consistency among the
experts used. Biases may be avoided through the use of blind exper-
iments, in which the experts do not know which answers were gen-
erated by the computer and which were generated by a human
expert. Analytical techniques such as consensus models and the Tur-
ing test, described later, have been used to address the competency
and consistency issue.

A final issue, determination of level of performance expected for
the system, involves establishing a weighting scheme that combines
individual weights and the number correctly answered and then
finding how high a score must be attained for performance to be con-
sidered adequate. Adequate performance level, of course, depends
on the application area and the level or risk that is appropriate in that
area—a difficult value to quantify. Validation must therefore begin
with a definition of system specifications and a set of constraints
under which it will operate. It must also include a plan for the stages
at which the system will be evaluated. Although, the importance of
incorporating validation in the early stages of development has long
been recognized (16), only recently have studies focused on this
issue (7,17).

Approaches to Validation

Several approaches to validation are discussed in the literature, a
sampling of which is given in Table 2. The methods listed either
determine knowledge consistency (logical validation) or quantify
the comparisons of system results and expected performance
(semantic validation). Wu et al. (18) derived rule-dependency
graphs to describe the dependency relationships among facts and
left-hand and right-hand sides of rules contained in a rule base. Wu
maintains that a rule base can be validated by examining the topol-
ogy of the corresponding rule-dependency graph. The approach
detects redundant rules, subsumed rules, cyclic rules, conflicting
rules, and unnecessary conditions.

Semantic validity has been measured using a variety of methods,
all variations of the simple case study approach, wherein the evalu-
ation criteria consist of a comparison of expert system and human
expert conclusions. How closely their conclusions agree is used as
a measure of performance. Examples of methods include simple
comparisons of case study outcomes (12,19), hypothesis tests (4),
analytical models [for example, the outputs of neural network mod-
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TABLE 2 Approaches to Validation

els have been compared with those from regression models and from
linear discriminant models (20)], and simulation models. Simulation
model methods are analogous to the simple case study method, in
which it is not possible to use case studies; for example, real-time
applications such as traffic control systems.

Expert system outcomes are judged for a variety of scenarios. The
fact that simulation models are just that—models—must be consid-
ered when judging system performance. Simply because the expert
system performs well in a simulated environment does not guarantee
similar performance in the real world. Prerau et al. (19) compare and
contrast the verification and validation (V + V) efforts of four very
different expert systems. Although the validation approaches used are
varied, they all use test cases as the general approach. Table 3
summarizes the characteristics of the four efforts along with several
other example systems (1,4,7). The authors discuss the advantages
and disadvantages of each of the effort’s approaches and provide
guidance as to when the various approaches are appropriate. For
example, the use of historical cases may be helpful where field test-
ing or usage cannot be performed extensively because of the critical
nature of the process or the cost of the trials. They further point out
that the use of outside experts for validation was valuable in that it
also served to validate the project expert’s knowledge.

Two powerful analytical techniques for addressing the issues of
expert competence and consistency are consensus models and Tur-
ing tests. O’Leary and Pincus (21) explore the use of consensus
models as validation tools. They develop two models of consensus,
the first of which is based on the binomial distribution and the sec-
ond, on Bayesian statistics. The authors provide guidance as to when
the models are appropriate and on experimental design questions

such as relative competence of experts and how many test cases
should be used. They explore the role of consensus as a measure of
correctness, indicate how one may consider different levels of
expertise in panels of experts used in validation, and attempt to mea-
sure consensus among groups of experts regarding expert system
performance.

Spring (4) used a variant of the Turing test to validate the Haz-
ardous Location Analyst (HLA)—similar to that used for the
MYCIN and ONCOCIN systems (22,23) and to that recommended
by Chandrasekaran for validating medical expert systems (24). The
test consisted of collecting a set of case studies that had been solved
by human experts to be solved by the expert system; and asking
expert raters for their qualitative assessments of both sets of con-
clusions according to a specified rating scheme. In this way the
issues relative to using case studies and human resources were
addressed. Expert system answers were assessed according to their
validity rather than being compared with predetermined correct
answers; human bias was avoided since the test’s raters are not told
which answers are computer and which are human; and a reasonable
estimation of adequate performance level was obtained from the
raters’ assessments of the human expert’s performance. An addi-
tional benefit offered by this approach was that multiple experts are
involved in all assessments, thus avoiding parochial judgments (if
the raters are chosen properly) about what constitutes adequate
performance.

The analytical techniques used are described by Fleiss (25) and
have been used to rate laboratories using a panel of expert raters.
The techniques allow for an assessment of the consistency among
experts—that is, do experts agree among themselves with regard to

TABLE 3 Sample Validation Efforts
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both human and computer experts conclusions (and, implicitly, per-
formance levels for each)? If assessments are measured objectively
(e.g., experts categorize conclusions about the test cases into levels
of performance such as expert, good, fair, or poor), the techniques
can be used to test for variation among the raters for both the expert
system and human expert.

Automated Approaches to Validation

Although verification is quite advanced (26), little work has been
done in automating validation—most of which uses automated test
case generation. Lee and O’Keefe (27) maintain that current auto-
mated tools only address logical verification and review several
rule-checking programs and other tools such as the Expert Valida-
tion Associate (EVA) (28). Coenon and Bench-Capon (29) devel-
oped a rule-based simulation tool, as part of the MAKE project, with
the premise that validation of a knowledge base must be carried out
in a transparent manner. They postulate that the evaluator must be
able to validate system behavior, not just system output. The tool
provides the ability to input data interactively, to observe individ-
ual inferences without requiring specification of complete test
cases, to identify bad rules when incorrect results are obtained, and
to determine why expected inferences were not drawn. A potential
drawback of the systems involves the focus at the rule level of
abstraction. Little attention is given to the big picture, which must
be the focus for semantic validation.

Zlatereva (26) developed an automated framework for the verifi-
cation, validation, and refinement of knowledge bases called the
VVR system. He defines a knowledge base’s theory as being valid
if four conditions are met: the theory is (a) complete, (b) structurally
correct, (c) consistent, and (d) functionally correct (that is, all
hypotheses generated agree with semantics of the problem domain).
The VVR system reasons about causes of detected structural and
functional errors, it helps the user define a set of semantic constraints
for the system, and it generates a complete set of test cases to be used
in validating the system’s knowledge base theory. The VVR has two
potential problems: it depends on test cases (discussed earlier) and,
since its list of test cases is exhaustive based on the knowledge base,
may become unwieldy with large knowledge bases.

French and Hamilton (17) developed a verification and validation
system called TOP (Terms, Operators, and Production), which
applies traditional software verification and validation techniques to
expert systems. TOP uses a dynamic test case approach in which
system conclusions on test cases are iteratively compared with
experts’ conclusions. It is designed to be used from the inception of
the system to implementation. Similar to the VVR, TOP attempts to
provide adequate coverage of the knowledge base by generating
cases that fire all rules at least once. Strengths of the two systems
include their focus on both logical and semantic validation, aid in
rule formulation and coding, and setting of goals, constraints, and
specifications for the system. Neither, however, addresses human
support issues discussed previously, namely; lack of correct
answers, human biases, expert competence, and consistency.

Wentworth et al. (7) provide software with their handbook on
V + V, which is also meant to be used from inception to implemen-
tation. Their approach will be discussed later in the section on V + V
guidelines. The handbook also lists several other software packages
developed for V + V. The three that were designed specifically for
validation are concerned either with logical validation of rules or
generation of test cases, not with semantic validation.

GUIDELINES FOR VERIFICATION
AND VALIDATION

Many of the development tools for V + V, employing strategies such
as those discussed in this paper, as well as others (30–34), have
focused on a single knowledge-based system. They were not posi-
tioned as an integral part of the development environment. This is
an important reason that the guidelines discussed here (7,26,35,36)
and the TOP and VVR systems hold such promise for future devel-
opers. They avoid the problems associated with other heretofore
fragmentary efforts.

The guidelines follow much of what has been learned about val-
idation over the past 10 years. All state that validation must attempt
to measure system effectiveness. Consequently, all provide guid-
ance in setting system goals, constraints, and specifications, and all
emphasize the importance of beginning this process at the outset—
something which, suprisingly, has not been done very often (17).

O’Keefe (35) proposes nine guidelines to which, he maintains,
any evaluation method should adhere and describes a general
multiple-criteria method that fits all of the guidelines and an entreaty
to begin evaluation at the start of system development. The multiple-
criteria method uses a strategic planning approach that consists of
establishing goals, objectives relating to the goals, and measurable
criteria relating to each objective. The method then suggests apply-
ing the resulting evaluation framework to the existing situation (no
expert system), denoting each criterion as an instance of EPS (cri-
terion value prior to system implementation). Expectations for each
criterion are then determined, denoted by EE (criterion expected
value after system implementation). System performance may then
be assessed by examining where on the EPS-EE scale the system
lies for each criterion.

Culbert et al. (36) developed a method that uses a panel com-
posed of stakeholders in the system—experts, users, developers,
and managers—as a review committee for the system. The commit-
tee establishes goals, constraints, specifications, and so on for the
system at each of the four phases in its life cycle: problem definition,
initial prototype, expanded prototype, and delivery/maintenance. The
method recommends reasonable goals at each phase. The authors
maintain that the primary hindrance to validation is the use of
methodologies that do not produce traceable, testable requirements.

Lee and O’Keefe (27) present a strategy for V + V composed of
establishing criteria, developing a life-cycle model that specifies
what V + V step can be done and when, and establishing constraints
(and opportunities) imposed by the characteristics of the system
being developed. No single strategy is developed because the
authors argue that no single strategy can be applied universally.

The VVR and TOP systems reviewed earlier both provide a com-
prehensive approach to V + V and may be thought of as guidelines
as well. They aid in goal formulation and test case generation as well
as in the actual coding of rules.

Wentworth et al. (7), sponsored by FHWA, developed a hand-
book for V + V that also attempts to integrate V + V throughout a
system’s life cycle. The handbook is fairly comprehensive in that it
considers logical and semantic validation and is meant to be used as
a guide from project inception to implementation. It uses case
studies and multiple expert conclusions in its approach to validation,
and it includes analytical tools for case study assessment and mea-
suring consistency among experts. Proportions of right answers and
the experimental design problems associated with that approach
(e.g., size of sample required, estimated statistics for proportions)
are also discussed. The handbook is unusual in that it acknowledges
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the different V + V needs of small systems versus large ones. The
validation methodology presented appears simple to follow and
implement and is actually provided on disk as well. The user, how-
ever, is required to take the authors’ word that the techniques pre-
sented are indeed the simplest and most powerful. No effort is made
to explain why this is so.

CONCLUSIONS

This paper has provided an overview of past and present V + V
efforts from which the following conclusions may be drawn:

• Validation should begin at the outset of the development
process. There is almost universal agreement on this point. The
system’s design should facilitate V + V.

• System goals, specifications, and constraints should be well-
defined. Again, this facilitates an assessment of system perfor-
mance.

• An evaluation plan for the system must be established at the
outset.

• Most efforts to automate validation have focused on logical
validation.

• The system must be subjected to semantic as well as logical
validation.

• Expert competency and consistency must be considered in sys-
tem development and evaluation.

• Analytical models have been used successfully to validate
knowledge models.

• Analytical methods are available that will help to avoid prob-
lems associated with human support approaches.

The validation of expert systems continues to be less well devel-
oped than other aspects of the knowledge engineering process, par-
ticularly their semantic validation. However, as the development of
expert systems has become more formalized, and judging from the
increasing number of validation case studies, a sampling of which
are discussed in this paper, more attention is being given to this cru-
cial step in the development process. Inconsistencies in the defini-
tions used for verification, validation, and evaluation remain, but
they are decreasing. It is hoped that this discussion will serve as a
resource for transportation professionals interested in providing
robust, validated expert systems.
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